HFIP Team Telecon Minutes
1400 EST, Wednesday, 20 June 2012
========================================================

[bookmark: _GoBack]Bob Gall led the HFIP telecon held on June 20, 2012 from 1400 -1500 EST. The following items were discussed:
· Project Office updates
· Presentation
· Jeff Whitaker – HFIP Global GSI/EnKF hybrid configuration
· Organization updates
· Next telecon is scheduled for July 11, 2012 @ 1400EST

Participants from NESDIS/CIRA, ESRL, GFDL, URI, NRL, Wisconsin, NCAR, DTC, AOML, HRD, NHC, JPL, OU, PSU, and EMC were present.

Project Office Updates
1) The HFIP Website (www.hfip.org) has been updated to include the HFIP Telecon meeting minutes and presentations under the “Documents” tab. Bob informed the group that any request by a past or upcoming presenter to not have his/her presentation published will be granted.  
2) The HFIP computer system is running about 91%.  Some of the real time systems are running (global model, HWR and WPAC).  By mid July, the real time system will be up for testing and ready to go on August 1, 2012.  Cores will be available for development jobs on the njet and hjet.  Bob will let everyone know how to request time on the njet/hjet for development when the machines are available.

Presentation
Jeff Whitaker presented “HFIP Global GSI/EnKF Hybrid Configuration”.  Slide 2 provided background on the global GSI/EnKF hybrid which has been operational at NCEP since May 22, 2012. The configuration is similar to other HFIP demo systems.  The operational system has a T574 control forecast and the analysis uses a 80 member T254 EnKF ensemble.  TC relocation is running in the operational system for both the forecast and the ensemble.   The TC is relocated to the observed position before DA runs.  Slide 3 highlighted the components in the 2012 HFIP system that are different than the operational system which included 1) higher resolution (forecast model running T878 control and T382 for the ensemble) 2) no TC relocation with these runs 3) 20 member ensemble initialized with EnKF and 4) testing of stochastic physics ECMWF “stochastically perturbed physics tendencies” (SPPT) in GFS, active in 5 day forecast but not in DA.  The equation for the Perturbed Physics tendencies was provided (slide 4) to explain the SPPT method.  The equation provides the physics tendencies that come out of the GFS physical parameterization scheme and takes in consideration the vertical weight (pressure) and horizontal weights (temporal timescale, spatial scale). An example of  horizontal patterns was provided in Slide 5 (spatial decorrelation of 6 hours).   

Question:  Are all of the physics tendencies added together?  Yes all of them are added together including convection, boundary layer and radiation.

Question: Is this different than the stochastic back scheme?  It is different.  The ECMWF now uses both but the stochastic back scatter scheme doesn’t operate on physics tendencies. It operates on vorticity perturbations.  This scheme tends to produce more spread where the physics dominates in the tropics where the back scatter scheme produces more spread in mid-latitude. 

Jeff continued by stating that if you allow these patterns to change the sign of the physics tendencies, then the model will blow up (slide 6).  The patterns have to be constrained so that they are bounded between -1 and 1.  By starting out with a Gaussian distribution and performing a transform, one is able to turn it to a legit normal distribution bounded between -1 and 1.  This detail is not mentioned in the ECMWF technical documentation but it has been verified that it also done with ECMWF.  Testing of the zonal winds using the 20 member ensemble out to 5 days ± stochastic physics demonstrated spread is increased (10-15%) in the tropics when stochastic physics is added (slide 7).  A snapshot of the Realtime products webpage was provided (slide 8).
Several examples of the effect of SPPT were discussed (slides 9 -13).  The ellipses were slightly bigger when the stochastic physics was turned on (slide 9) for a Typhoon (Guchol) forecast in the WPAC (slide 9).  A postage stamp product for 10m winds demonstrated a wider range of intensity with stochastic physics (slides 10-11).  The tropical storm force wind probability swath was broader with the SPPT on with more areas of low probability (10-15% in the Indian Ocean) which were not present at all with ensembles without SPPT (slide 12).  Stochastic physics appears to have a positive effect on the forecast.  After the season, the ensembles will be run without SPPT in order to do a careful comparison.
 	
Question:  Does the Website display SPPT or without SPPT? The website only displays with SPPT.

In the genesis phase of a storm, particular in data poor regions in WPAC and EPAC, the model spins up the storm in slightly the wrong place.  Since all the ensemble spread is centered around the model storm, there is little spread in the location of the observed TC models. This is a recurring problem.  The data assimilation algorithm cannot correct the forecast (slide 13).  There was a discussion about possible solutions which included relocation and field alignment.  Relocation will move the storm to the right place but the subsequent track forecast is degraded because the process of relocation affects the environment.  Jeff concluded the talk with a discussion of the upcoming plans:  LGEM post processing for the intensity forecast; evaluate the impact of the enhanced resolution and stochastic physics in real time demo; and test boundary conditions to other real time regional conditions (HWRF hybrid DA).

Question:  The operational system runs TC relocation (6hr).  Is there a reason why you are not running TC relocation with the 2012 system?  We didn’t want to port that code to our system and we also know it degrades the track forecast. We would like to rerun some experiments with the SPPT on to see what happens.

Question:  Last week, the ETR ensembles were compared with the EnKF ensembles and you said the ETR ensembles are probably better because of the TC relocation, is that true? I’m confused by that and looked at previous results and our results are pretty unambiguous and that it does degrade the track forecast.  A further in-depth review is required to figure this out.

Thom Hamill suggested another reason to continue w/o TC relocation is that this is not an operational forecast product and we need to learn about some of the deficiencies associated. They hope to make an EnKF system w/o TC relocation.

Fred Toepfer stated we were hoping to get a valid comparison of the impact of the resolution of the EnKF analysis system from the resulting forecast and this might actually degrade that comparison a little bit.  Other things make it not a 1 to 1 comparison but we will go back and run with TC relocation

Question:  What is it going to take to run the 7 day forecast (the 7 day chart adds more than the 5 day chart)? More cores are needed.  How many and what do we need to do? Can we maybe run 2x a day instead of 4x a day?  At least 50% more cores are probably needed.   Bob said there is some time scheduled on the sjet to possibly look at this.

Mark DeMaria suggested Jeff use similar contour intervals (slide 12 wind probability swath) and color scheme as the hurricane center uses for their operational product that generates speeds from past error statistics. This will allow for an easy comparison of what is coming from the model and the statistical models.  

Organization updates:

NESDIS
Collecting satellite data for real time comparison; working on Vijay’s request for large scale verification on the HWRF (new version; possible present at HFIP telecon in two weeks); running the SPICE model on the regional scale and pretty soon will have the global model;  SPICE this year is basically same as last year (GFS, GFDL, and HWRF); try to run global version as well with 10 FIM members and the info that Jeff presented; WPAC statistical model on track for milestone

ESRL 
Collaborative work with EMC and HRD past few months have tested the newly coupled surface flux and PBL mixing physics package in EMC baseline code; run with GFDL surface flux pass code to EMC colleagues for review and have been testing it in baseline code for priority benchmark cases.

Paula McCaslin has been heavily involved in getting the new HFIP Products website up and going to display a number of models; Paula demonstrated the prototype; more user friendly; conference call with EMC anchor to run basic scale HWRF ensemble 27 km and plan to do block on sjet set aside for this run; regional call basin scale as a first step as a grand downscaler of the GFS ensemble take it one step further and take on some regional scale perturbations (will add regional scale)

Tom is working with Mike Fiorino to run the tracker on the 30 years of ensemble data; cranking through to assess any track error in the 30 years of ensemble reforecast, ensemble forecast for track for Rita and Katrina near land fall and post landfall precipitation; have a current operational GEFS 11 member ensemble forecast from late 1984 to current (daily) so if someone wants to track correction based upon past errors in forecast large enough sample size; and run regional reforecast for initial and lateral boundary conditions for 11 member ensemble for potentially interesting storms

GFDL
Making some evaluation of the higher resolution version; GFDL and HWRF working to set up a system to run automatically in RT with the ECMWF ready to go. Retrospective test were quite positive, results were quite stunning and beat Europena center at day 4 and 5 by 15-17%; when you add the bogus the performance is comparable and slightly degraded.  HWRF is getting a similar impact of the bogusing degrading the track.  We think it may be the ECMWF track analysis.  GFS the operational model doesn’t tend to get the GFS global model but the GFDL loves the ECMWF and are adding skill at day 4 and 5.  Tim – also running the GFDL ensemble for 10 days now not under reservations. Have been sending in Tier 1 and Tier 2 data, will send in the diagnostic files,  matt has set up a website that will have results in RT. Next week will be able to pass along to NHC and products work group.  Genesis webpage up by the end of next week (June 29th).  Matt will run the graphics and pass it along to  the products group.

URI
Moving forward with hurricane wave ocean coupling and development of the MPI version of the POM-TC (presented during June 6, 2012 HFIP telecon); working with DTC to make sure the HWRF scientific documentation and users guide are upgraded to reflect the newest changes to the POM-TC and operational HWRF 

NRL
Initialization studies are extremely encouraging for getting rid of the spin down issue in the first hour of the forecast; several selective test cases and doing studies on those to identify where this right bias in our track comes from  so adding more diagnostics to look at that; ensemble common filter; working on transitioning COAMPS-TC to FLEET numerical for operations (several months away) Question:  are you running WPAC with COAMPS-TC – yes we’ve been running all basins.

Wisconsin
Working on refreshing our scripts getting ready for August 1; running storms everything in EPAC and Atlantic, sending in Tier 1 products to TCMT; ATCF output ready for HFIP website, and working on ensemble for coming season

DTC
Wrapping up test we’ve been conducting on HWRF sensitivity to the various cumulus scheme; running control with HWRF operational and three additional scheme (about 1000 cases total) final results soon; getting ready for HWRF release on target for mid August; code has been finalized and the big thing is working on user guide and scientific documentation (EMC, HRD and others)

TCMT
Stream 1.5 evaluations are done; team did an extensive evaluation; stream 1.5 results were sent out a week ago; planning 2012 demonstration so far receive Tier 1 output from COAMPS-TC, GFDL ensemble, SPICE, University of Wisconsin; will send an email to inquire about modelers plans for stream 2.  Tier 1 output with stream 1.5 and stream 2 will be avail near real time thru HFIP data delivery service

GSI hybrid project:   Bob articulated a goal of getting an operational system going by 2014; regional hybrid GSI DA team different from the HFIP DA vortex initialization team (long term planning) calls are on Fridays.

AOML
Modeling group several developments in the last few months; first priority is setting up the multiple moving nest basin scale for the HWRF system, initialization is an issue; this year we plan to run two nested cases at 27 and 9 km, in the future with 27/9/3 km; web products for the HFIP, looking at retrospective runs on the cases where we have extensive data to determine what in HWRF version 3.2 is working well; meeting on Maria testing an experimental code for version 3.2 available;   

George Halliwell will arrange a small ocean coupling workshop with team 8 members with relevant observations interest in ocean and sea fluxes ( end of September); will send out an email; the workshop will be at the new NCEP location in College Park, Maryland; 

Frank is pulling the science review committee together and will get a teleconference together in the next few months – outside of HFIP look to see the science we are doing 6 people to volunteer on the review committee to advise Bob, Fred, Ed and Frank on HFIP research; a copy of annual report and documentation to get them familiar so that they can participate in our annual meeting in November

EMC
Running the WPAC HWRF regularly for the last 3 or 4 storms; provided forecast to JTWC, PBL physics package work discussed by Bao, efforts to evaluate the radiation, participating in the ECWMF forecast evaluation based on the high resolution analysis and participating in the hybrid

NHC
Stream 1.5 activities on schedule; ADD milestone providing real time products to the specialist 10- 15 minute talk in the future (HFIP telecon); two main deliverables are high frequency graphics for HWRF and the HWRF synthetic satellite images - both are going to the specialist

JPL
Working on simulation of passive microwave observations of precipitation into HWRF; updated linear version of the observational operator built using an optimal derivation based on correlation between brightness temperature and model variables; for each brightness temperature and model variables we develop covariants and established a correlation between the two. Linear version is very promising; refine to be non-linear for a better fit and then we will start data assimilation of the precipitation

OU
Extending and passing theHWRF hybrid data assimilation for higher resolution inner nest assimilating inner core data such as the airborne radar data; made modifications for to both the GSI and EnKF to properly ingest the TDR data and to improve data air rhythm and also to control TDR data assimilation intervals into the GSI hybrid.  So far we’ve conducting data assimilating cycling experiments for hurricane Irene currently analyzing the results, initializatoin results are encouraging

PSU
Testing and ready for stream 1.5, air sea fluxes coefficient work running different options for all the TDR data cases, some cases improve the wind pressure relationship; possible short presentation for HFIP telecon

Upcoming HFIP Telecon
The next telecon is scheduled for Wednesday, July 11, 2012 1400 – 1500 EST.  

Dial in:  1-877-985-3644     

Passcode:  5846644#
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